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1
IMAGE PROCESSING DEVICE, IMAGE
PROCESSING METHOD AND PROGRAM

BACKGROUND

The present disclosure relates to an image processing
device, an image processing method and a program. In
particular, the present disclosure relates to an image pro-
cessing device, an image processing method and a program,
each of which enables searching for many similar scenes.

Many technologies have been proposed which search for
similar scenes within a database in which many video
contents are stored, where the similar scenes are similar to
a particular scene.

In the searching for similar scenes, normally, the feature
values of the scene to be searched for (the search scene) are
extracted, and a scene having feature values similar to those
ofthe search scene is detected as a similar scene from within
video content stored in a database.

An example of the extracted feature value is the spatial
information of an image (a still image) which configures a
moving picture. An example of such spatial information uses
color space information such as a histogram or the histogram
of an edge (for example, refer to Japanese Unexamined
Patent Application Publication No. 2010-97246).

However, the computational load of such a feature value
is great, and a significant amount of time is necessary. In
addition, the data size is also large.

In addition, there is also a feature value which uses
temporal information. For example, there is a configuration
in which scene change points are detected from a moving
image, the time intervals therebetween are calculated, and
the time intervals themselves are used as the feature values
(for example, refer to Japanese Unexamined Patent Appli-
cation Publication No. 2009-49666).

SUMMARY

However, when the scene change point intervals are used
as the feature values as in Japanese Unexamined Patent
Application Publication No. 2009-49666, there is a concern
that searching may not be successful in a case in which
scenes are re-ordered or the length of the content is adjusted
by cut editing or the like.

It is desirable to provide a searching method which can
search for many similar scenes.

According to an embodiment of the present disclosure,
there is provided an image processing device, including an
evaluation unit which acquires a search pattern which is an
appearance pattern of a person in a scene of a video content
containing the scene, where a similar scene is to be searched,
and a search target pattern which is an appearance pattern of
a person in a video content which is to be a search target of
the similar scene, calculates a degree of similarity between
the search pattern and the search target pattern, and deter-
mines the similar scene on a basis of the calculated degree
of similarity.

According to another embodiment of the present disclo-
sure, there is provided an image processing method includ-
ing acquiring a search pattern which is an appearance pattern
of a person in a scene of a video content containing the
scene, where a similar scene is to be searched, and a search
target pattern which is an appearance pattern of a person in
a video content which is to be a search target of the similar
scene, calculating a degree of similarity between the search
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2

pattern and the search target pattern, and determining the
similar scene on a basis of the calculated degree of similar-
ity.

According to still another embodiment of the present
disclosure, there is provided a program which causes a
computer to function as an evaluation unit which acquires a
search pattern which is an appearance pattern of a person in
a scene of a video content containing the scene, where a
similar scene is to be searched, and a search target pattern
which is an appearance pattern of a person in a video content
which is to be a search target of the similar scene, calculates
a degree of similarity between the search pattern and the
search target pattern, and determines the similar scene on a
basis of the calculated degree of similarity.

According to the embodiments of the present disclosure,
a search pattern which is an appearance pattern of a person
in a scene of a video content containing the scene, where a
similar scene is to be searched, and a search target pattern
which is an appearance pattern of a person in a video content
which is to be a search target of the similar scene are
acquired, a degree of similarity between the search pattern
and the search target pattern is calculated, and the similar
scene is determined on a basis of the calculated degree of
similarity.

Furthermore, it is possible to provide the program by
transmitting the program via a transmission medium, or by
recording the program onto a recording medium.

The image processing device may be an independent
device, and may also be an internal block which configures
a single device.

According to the embodiments of the present disclosure,
it is possible to search for many similar scenes.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing a configuration
example of an embodiment of an image processing device to
which the present disclosure has been applied;

FIG. 2 is a block diagram showing a detailed configura-
tion example of a metadata generation unit;

FIG. 3 is a diagram showing an example of an appearance
pattern of a video content 1;

FIG. 4 is a diagram showing an example of an appearance
pattern of a video content 2;

FIG. 5 is a diagram illustrating a calculation of the degree
of similarity between the video content 1 and the video
content 2;

FIG. 6 is a diagram showing an example of an appearance
pattern of the video content 1 after compression;

FIG. 7 is a diagram showing an example of an appearance
pattern of the video content 2 after compression;

FIG. 8 is a diagram illustrating a calculation of the degree
of similarity between the video content 1 and the video
content 2;

FIG. 9 is a diagram showing an example of an appearance
pattern of the video content 1 which is compressed without
being delimited by scene unit;

FIG. 10 is a diagram showing an example of an appear-
ance pattern of the video content 2 which is compressed
without being delimited by scene unit;

FIG. 11 is a diagram illustrating a calculation of the
degree of similarity between the video content 1 and the
video content 2;

FIG. 12 is a diagram showing an example of noise
removal;

FIG. 13 is a diagram showing an example of noise
removal;
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FIG. 14 is a flowchart illustrating metadata generation;

FIG. 15 is a diagram showing an example of metadata;

FIG. 16 is a flowchart illustrating similar scene searching;

FIG. 17 is a flowchart illustrating search pattern genera-
tion in detail;

FIG. 18 is a diagram showing an example of a search
scene specification screen;

FIGS. 19A and 19B are diagrams which illustrate a
method of specifying a scene to be searched for.

FIG. 20 is a flowchart illustrating the compression in
detail,

FIG. 21 is a flowchart illustrating a search target pattern
generation in detail;

FIG. 22 is a schematic diagram illustrating the normal
method of searching;

FIG. 23 is a schematic diagram illustrating an adapted
method of searching;

FIG. 24 is a diagram illustrating a first combined com-
parison method;

FIG. 25 is a diagram illustrating a second combined
comparison method;

FIG. 26 is a diagram illustrating a third combined com-
parison method; and

FIG. 27 is a block diagram showing a configuration
example of an embodiment of a computer to which the
present disclosure has been applied.

DETAILED DESCRIPTION OF EMBODIMENTS
Configuration Example of Image Processing Device

FIG. 1 shows a configuration example of an embodiment
of an image processing device to which the present disclo-
sure has been applied.

The image processing device 1 of FIG. 1 accumulates
video content (moving picture content) which is input
thereto. Furthermore, the image processing device 1 is a
device which executes a search which searches for similar
scenes within the accumulated video contents, where the
similar scenes are similar to the scene of the video content
specified by the user.

Furthermore, in the present embodiment, the term “scene”
represents a partial video content of an arbitrary time span
between two particular times within the video content, and
does not only refer to the video content of scene units which
are delimited by the scene change points described below.

The image processing device 1 includes an image acqui-
sition unit 11, a metadata generation unit 12, a storage unit
13, a search process unit 14, a display unit 15 and an
operation unit 16.

The image acquisition unit 11 acquires content data of the
video content supplied from another device and supplies the
content data to the metadata generation unit 12 and the
storage unit 13.

The metadata generation unit 12 generates metadata of
(the content data) of the video content supplied from the
image acquisition unit 11 and supplies the metadata to the
storage unit 13.

Here, detailed description will be given of the metadata
generation unit 12 with reference to FIG. 2. FIG. 2 shows the
configuration of the metadata generation unit 12 in detail.

The metadata generation unit 12 includes a still image
extraction unit 41, a scene change point detection unit 42, a
feature value extraction unit 43 and a statistical information
calculation unit 44.

For example, the still image extraction unit 41 extracts a
still image at a constant time interval, such as once per
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second, from a plurality of still images which configure the
video content, and generates time series data which is
formed from a plurality of still images which summarize the
video content. Here, the time series data of the plurality of
still images extracted is referred to below as the still image
time series data.

The scene change point detection unit 42 detects the scene
change points from the still image time series data. The
scene change point is a point at which the scene changes
within sequential still images. Further, since the difference
(the change) in luminosity between the still images before
and after the point is great, it is possible to detect the scene
change point by detecting the difference in luminosity
therebetween. For example, the point at which the content
switches from the main part of a program to a commercial,
or the point at which the content switches from a night scene
to a daytime scene is detected as a scene change point. Since
the scene change depends on the type of the video content,
the interval and the like at which the scene change is
detected differs for each video content. Furthermore, it is
possible to adopt an arbitrary existing scene change detec-
tion technology for the detection of the scene change points.

The scene change point detection unit 42 generates scene
change point information representing the detected scene
change points and supplies the scene change point informa-
tion to the storage unit 13. Further, the scene change point
detection unit 42 causes the storage unit 13 to store the scene
change point information.

The feature value extraction unit 43 extracts the time
series pattern (hereinafter referred to as the appearance
pattern) which represents the appearance of a person in the
still image time series data. The time series pattern serves as
the feature value of the video content. The feature value
extraction unit 43 includes a face image identification unit
43A, which recognizes a face image within the image and
identifies a person (an individual), in the inner portion
thereof. In addition, the feature value extraction unit 43
generates an appearance pattern for each person that appears
in the still image.

For example, the still image time series data of the video
content 1 (Contentl) is formed from five images. In a case
in which “Mr. A” is not visible in the first two images, but
is visible in the three remaining images, an appearance
pattern of “Mr. A” is generated in which times at which “Mr.
A” is visible are represented by a “1” and times at which
“Mr. A” is not visible are represented by a “0”, therefore the
appearance pattern is A of Content1={0, 0, 1, 1, 1}.

The face images for determining an individual are regis-
tered in advance to the face image identification unit 43A.

The statistical information calculation unit 44 generates
character statistical information on a basis of the appearance
pattern extracted by the feature value extraction unit 43, and
supplies the character statistical information to the storage
unit 13. Specifically, the statistical information calculation
unit 44 calculates a person appearance ratio, which is the
proportion of person appearance in the still image time
series data of the video content, and the appearance ratio (the
appearance frequency) per character, and supplies these to
the storage unit 13 as the character statistical information.
Further, the statistical information calculation unit 44 causes
the storage unit 13 to store the character statistical informa-
tion. For example, in the still image time series data of a
particular 60 images, when “Mr. A” appears in 15 still
images and “Mr. B” appears in 5 still images, the person
appearance ratio is 20/60=33%, the appearance ratio of “Mr.
A” is 15/20=75%, and the appearance ratio of “Mr. B” is
5/20=15%.
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As described above, in the metadata generation unit 12,
the scene change point information, the appearance pattern
and the character statistical information are generated as
metadata of the video content and supplied to the storage
unit 13.

Returning to FIG. 1, the storage unit 13 includes a content
DB 13A which stores the content data of many video
contents, and a metadata DB 13B which stores the metadata
of each video content. In other words, the content data of the
video content supplied from the image acquisition unit 11 is
stored in the content DB 13A, and the metadata which
corresponds to the content data is supplied from the meta-
data generation unit 12 and stored in the metadata DB 13B.
Furthermore, in the present embodiment, the content DB
13A and the metadata DB 13B are separate from one
another. However, the two do not have to be separated, and
it is sufficient that the content data and the metadata be
associated with one another and stored.

The search process unit 14 includes a search pattern
generation unit 21, a search target pattern generation unit 22,
an evaluation unit 23 and a display control unit 24.

The search pattern generation unit 21 generates an appear-
ance pattern as a search pattern which corresponds to the
scene of the video content to be searched for which the user
specifies using the operation unit 16, and supplies the
appearance pattern to the evaluation unit 23.

For example, assuming that the scene of the video content
which the user is searching for is a portion formed from five
still images of the video content 1 described above, the
search pattern generation unit 21 generates A of Con-
tent1={0,0,1,1,1} as the search pattern.

The search target pattern generation unit 22 generates an
appearance pattern of the video content of the search target
as the search target pattern in order to search for a similar
scene of the video content which is similar to the scene
which the user is searching for, and supplies the appearance
pattern to the evaluation unit 23.

For example, in the same manner as with the video
content 1 described above, the search target pattern genera-
tion unit 22 generates the appearance pattern of the video
content 2 in which “Mr. A” appears, A of Content2={0,1,0,
1,0}, and the appearance pattern of the video content 3 in
which “Mr. A” appears, A of Content3={0,0,1,1,1} as the
search target patterns.

Furthermore, the search target is not limited to video
content which is different from the video content which the
user specified to search for. There is also a case in which the
search target is the same video content as that selected by the
user, and the user may also be allowed to restrict the scope
of the search according to the date and time or the like of the
video content. In addition, the search pattern and the search
target pattern may also be generated by one pattern genera-
tion unit which includes the functions of the search pattern
generation unit 21 and the search target pattern generation
unit 22.

The evaluation unit 23 calculates the degree of similarity
between each of the plurality of search target patterns
generated by the search target pattern generation unit 22 and
the search pattern generated by the search pattern generation
unit 21. Furthermore, the evaluation unit 23 determines
whether or not the scene of the video content is a similar
scene on a basis of the calculated degree of similarity.
Specifically, in a case in which the calculated degree of
similarity is the same as or higher than a predetermined
threshold value set in advance, the evaluation unit 23
determines that the scene of the video content which corre-
sponds to the search target pattern is a similar scene.
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For example, as described below, it is possible to calculate
the degree of similarity between the video content 1 which
is configured by the still image time series data of the five
images described above and the video content 2.

Comp(Contentl,Content2)={{0,0,1,1,1},{0,1,0,1,
0}}={True,False,False,True,False }=(2/5)x
100=40%
In addition, as described below, it is possible to calculate
the degree of similarity between the video content 1 and the
video content 3 described above.

Comp(Contentl,Content3)={{0,0,1,1,1},{0,0,1,1,
1}}={True,True, True,True,True }=(5/5)x
100=100%

In other words, the function Comp(X, Y) which calculates
the degree of similarity between appearance patterns, cal-
culates the ratio of True as the degree of similarity, where
True is a case in which the presence or absence of appear-
ances at corresponding times match, and False is a case in
which they do not match.

The degree of similarity is calculated as described above,
for example, when the threshold value is set to 80%, the
evaluation unit 23 determines that the video content 1 and
the video content 2 described above do not resemble one
another, and that the video content 1 and the video content
3 do resemble one another.

The display control unit 24 controls the display unit 15
such that the display unit 15 displays similar content or a
similar scene which is determined to be similar by the
evaluation unit 23. In addition, the display control unit 24
also causes the display unit 15 to display an input screen or
the like of the search commands of the similar content or the
similar scene.

The display unit 15 displays the input screen of the search
commands, the search result display screen or the like
according to the control of the display control unit 24. The
display unit 15 may also display the video content (the
similar scene) which has the largest degree of similarity, and
in a case in which a plurality of video contents (similar
scenes) having a degree of similarity greater than the thresh-
old value are detected, the plurality of detected video
contents (the similar scenes) may also be displayed as a list
in descending order from the greatest degree of similarity.

The operation unit 16 receives the operation of the user
and supplies control information which corresponds to the
received operation to the search process unit 14 or the like.
For example, the operation unit 16 receives an operation
which specifies the scene of the video content which the user
is searching for, and supplies information which represents
the scene of the specified video content to the search pattern
generation unit 21.

The image processing device 1 is configured as described
above.

Furthermore, the functions of the image processing device
1 described above may also be realized by being shared by
two or more devices such as a portable terminal and a server
device (a cloud server). In a case in which the functions of
the image processing device 1 are shared by two or more
devices, it is possible to arbitrarily decide the functions
shared by each of the devices.

The degree of similarity determination will be described
below in detail with reference to the drawings.

Basic Method of Searching

FIG. 3 shows an example of an appearance pattern of a
particular video content 1.

As shown in FIG. 3, the still image time series data of the
video content 1 is configured by three scene units of scene
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1, 2 and 3. More specifically, of the still image time series
data of the video content 1 configured by seven still images,
the first three still images belong to scene 1, the next three
still images belong to scene 2, and only the last (the seventh)
still image belongs to scene 3.

Furthermore, in the still image time series data of the
video content 1, three persons, “Mr. A”, “Mr. B” and “Mr.
C”, appear. More specifically, “Mr. A” appears in the first
two still images, “Mr. B” appears in the third still image,
“Mr. C” appears in the fourth still image, and both “Mr. A”
and “Mr. B” appear in the fifth to the seventh still images.

In relation to the still image time series data of the video
content 1 described above, the feature value extraction unit
43 of the metadata generation unit 12 generates the appear-
ance pattern of “Mr. A” A0 of Content1={1, 1,0, 0, 1,1, 1},
the appearance pattern of “Mr. B” B0 of Content1={0, 0, 1,
0, 1, 1, 1}, and the appearance pattern of “Mr. C” C0 of
Content1={0, 0, 0, 1, 0, 0, 0}, as shown in FIG. 3.

FIG. 4 shows an example of an appearance pattern of a
particular video content 2.

The still image time series data of the video content 2 is
configured by three scene units of scene 10, 11 and 12. More
specifically, of the still image time series data of the video
content 2 configured by seven still images, the first two still
images belong to scene 10, the next four still images belong
to scene 11, and the seventh and last still image belongs to
scene 12.

Furthermore, in the still image time series data of the
video content 2, three persons, “Mr. A”, “Mr. B” and “Mr.
C”, appear. More specifically, “Mr. A” appears in the first
still image, “Mr. B” appears in the next two still images,
“Mr. C” appears in the following next two still images, and
both “Mr. A” and “Mr. B” appear in the last two still images.

In relation to the still image time series data of the video
content 2 described above, the feature value extraction unit
43 of the metadata generation unit 12 generates the appear-
ance pattern of “Mr. A” A0 of Content2={1, 0,0, 0,0, 1, 1},
the appearance pattern of “Mr. B” B0 of Content2={0, 1, 1,
0, 0, 1, 1}, and the appearance pattern of “Mr. C” C0 of
Content2={0, 0, 0, 1, 1, 0, 0}, as shown in FIG. 4.

Description will be given of the method of comparing the
appearance patterns in a case in which a similar scene to
scene 10 of the video content 2 is searched for in the video
content 1 and the video content 2 which are described above.

As is made clear by the appearance pattern shown in FIG.
4, “Mr. A” and “Mr. B” appear in scene 10 of the video
content 2. Therefore, the search process unit 14 searches for
a similar scene by using the appearance patterns of both of
“Mr. A” and “Mr. B”. In this case, it is possible to raise the
precision (the optimality) in comparison with searching for
a similar scene by using the appearance pattern of only one
of “Mr. A” or “Mr. B”.

FIG. 5 shows both the appearance patterns of “Mr. A” and
“Mr. B” of the video content 1 and the appearance patterns
of “Mr. A” and “Mr. B” of the video content 2.

The scene 10 of the video content 2 is equivalent to
section f of FIG. 5. In a case in which a similar scene to the
scene 10 of the video content 2 is to be detected from within
the video content 1 in a range that does not bridge between
scene units, the sections a to e shown in FIG. 5 are
exemplified as candidates of the similar scene. In addition,
since the section e of the scene 3 of the video content 1 is
configured by only one still image, the search process unit
14 decomposes the section f of the scene 10 into a section
g and a section h so as to match the data number with that
of the section e, and compares them to the section e.
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The search pattern generation unit 21 generates the search
patterns of the section f, the section g and the section h
which correspond to the scene 10 of the video content 2 as
described below. Further, the search pattern generation unit
21 outputs the generated search patterns to the evaluation
unit 23.

J={{40}, {B0}}={{1.0}.{0,1}}
g={{40},{B0}}={{1}{0}}
e={{40},{B0}}={{0}.{1}}

In this manner, when a plurality of characters are present
in the search section, a pattern, in which the appearance
patterns of each character are enumerated in a predetermined
order, serves as the search pattern. The appearance pattern of
a search section in which n characters are present can be
considered as an n row array of appearance patterns.

Similarly, the search target pattern generation unit 22
generates the search target patterns of the sections a to e of
the video content 1 as shown below. Further, the search
target pattern generation unit 22 outputs the generated
search target patterns to the evaluation unit 23.

a={{40},{B0}}={{1.1}{0,0}}
b={{40},{B0}}={{1.0}{0,1}}
e={{40},{B0}}={{0,1},{0,1}}
d={{40} {Bo}}={{L.1}{1.1}}
e={{40},{B0}}={{1}.{1}}

The evaluation unit 23 calculates the degree of similarity
between each of the plurality of search target patterns
generated by the search target pattern generation unit 22 and
the search pattern generated by the search pattern generation
unit 21.

The degree of similarity between the section f and the
section a is calculated as shown below, where True is a case
in which the corresponding elements of the appearance
patterns match, and False is a case in which they do not
match.

Comp(fa)={{{1,0},{0,13},{{1,13.,{0,0}}}={True,
False,True,False }=(2/4)x100=50%

The degrees of similarity between the section f and the
other sections b to e are calculated in the same manner.

Comp(f,6)=100%
Comp(f,¢)=50%
Comp(f,d)=50%
Comp(g,e)=50%

Comp(h,e)=50%

According to the above results, the evaluation unit 23 can
decide the scene 1 of the video content 1 which contains the
section b to be a similar scene which is similar to the scene
10 (the section f).

Modification Example of Basic Method of
Searching

Next, description will be given of a modification example
in which a predetermined process is added to the basic
method of searching described above.
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Since there is a concern that the recall is reduced when the
data number (the element number) of the appearance pattern
is high, it is necessary to provide some degree of flexibility.
Therefore, the search process unit 14 calculates the degree
of similarity after lowering the data number of the appear-
ance pattern by compressing the appearance pattern.
Accordingly, undesirable noise and some degree of differ-
ences of the appearance patterns can be absorbed, and it is
possible to improve the recall.

FIG. 6 shows the appearance patterns Al and B1, which
are obtained by delimiting by scene unit and compressing
the appearance patterns A0 and B0 of the video content 1
shown in FIG. 3.

In the compression, in a case in which the same value
continues in an appearance pattern, values from the second
value onward are deleted. However, since the compression
is performed delimited by scene units, even in a case in
which the same value continues, the value of the time at
which the scene unit changes is not deleted.

Accordingly, the appearance patterns Al and B1, which
are obtained by compressing the appearance patterns A0 and
B0 of the video content 1, are as follows.

A1 of Content1={1,0,0,1,1}

B1 of Content1={0,1,0,1,1}

FIG. 7 shows the appearance patterns Al and B1, which
are obtained by delimiting by scene unit and compressing
the appearance patterns A0 and B0 of the video content 2
shown in FIG. 4.

Further, the appearance patterns Al and B1, which are
obtained by compressing the appearance patterns A0 and B0
of the video content 2, are as follows.

A1 of Content2={1,0,0,1,1}

B1 of Content2={0,1,1,0,1,1}

Description will be given of a case in which a similar
scene to the scene 10 of the video content 2 is searched for
in the same manner as that of the basic method of searching
using the compressed appearance patterns Al and B1 of the
video content 1, and the compressed appearance patterns Al
and B1 of the video content 2.

FIG. 8 shows both the appearance patterns Al and B1 of
the video content 1 of FIG. 6 and the appearance patterns Al
and B1 of the video content 2 of FIG. 7.

The appearance pattern of the scene 10 of the video
content 2 after compression is no different to a case in which
the appearance pattern is not compressed. Accordingly, the
search patterns of section f, section g and section h are the
same as in the case of the basic method of searching
described above.

In the appearance pattern of the video content 1 after
compression, in a case in which a similar scene is to be
detected in a range that does not bridge between scene units,
the section j, the section k and the section e shown in FIG.
8 are exemplified as candidates of the similar scene. The
search target patterns of the section j, the section k and the
section e are as follows.

=41} {B1}3={{1,0}.{0,1}}
k={41},{B1}}={{0,1},{0,1}}

e={{41},{B1}}={{1},{1}}
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Accordingly, the degree of similarity between the search
pattern and each of the plurality of search target patterns,
which use the appearance patterns after compression, is as
follows.

Comp(f;)=100%
Comp(f,k)=50%
Comp(g,e)=50%

Comp(h,e)=50%

According to the above results, the evaluation unit 23 can
decide the scene 1 of the video content 1 which contains the
section j to be a similar scene to the scene 10 (the section 1).

Next, description will be given of a case in which scenes
which are similar to all three scenes 10 to 12 of the video
content 2 are searched for from the video content 1.

FIG. 9 shows the appearance patterns A2 and B2, which
are obtained by delimiting by scene unit and compressing
the appearance patterns A0 and B0 of the video content 1
shown in FIG. 3. The appearance patterns A2 and B2 of the
video content 1 are as follows.

A2 of Content1={1,0,1}

B2 of Content1={0,1,0,1}

Here, since the data numbers of the appearance pattern A2
and the appearance pattern B2 of the video content 1 differ
after compression, the search target pattern generation unit
22 generates an appearance pattern A2' in which the element
number of the appearance pattern A2 with a low data number
is matched with the element number of the appearance
pattern B2 with a high data number. Specifically, as shown
using a broken line in FIG. 9, the search pattern generation
unit 21 generates the appearance pattern A2' by inserting the
value (“0”) from before the compression to the location of
an element of the appearance pattern A2 which is missing in
relation to the appearance pattern B2.

A2' of Content1={1,0,0,1}

FIG. 10 shows the appearance patterns A2 and B2, which
are obtained without delimiting by scene unit by compress-
ing the appearance patterns A0 and B0 of the video content
2 shown in FIG. 4. The appearance patterns A2 and B2 of the
video content 2 are as follows.

A2 of Content2={1,0,1}

B2 of Content2={0,1,0,1}

Since the data number of the appearance pattern A2 of the
video content 2 is also lower than the appearance pattern B2,
the search pattern generation unit 21 generates the appear-
ance pattern A2' in which the data number thereof is matched
with that of the appearance pattern B2.

A2' of Content2={1,0,0,1}

FIG. 11 shows both the appearance patterns A2' and B2 of
the video content 1 after adjustment of the data number, and
the appearance patterns A2' and B2 of the video content 2
after adjustment of the data number.

The appearance patterns of all three scenes 10 to 12 of the
video content 2 which serve as the search pattern are as
follows.

A2' and B2 of Content2={{1,0,0,1}{0,1,0,1}}
The appearance patterns of all three scenes 1 to 3 of the

video content 1 which serve as the search target pattern are
as follows.

A2' and B2 of Content1={{1,0,0,1}{0,1,0,1}}
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Accordingly, this results in Comp(A2' and B2 of Con-
tentl, A2' and B2 of Content2)=100%. Therefore, the evalu-
ation unit 23 can decide all three scenes, scene 1 to 3, of the
video content 1 to be similar scenes to all three scenes, scene
10 to 12, of the video content 2.

As described above, the image processing device 1
searches for a similar scene or video content by using the
appearance patterns of characters, which serve as temporal
information of the video content, as feature values. Accord-
ing to the image processing device 1, in comparison with the
similar scene detection of the related art which uses color
space information of the image as the feature values, it is
possible to realize a reduction in the data size of the feature
values and a reduction in the computational load.

In addition, since it is possible to arbitrarily set the
extraction interval of the still images of the still image time
series data which serves as the basis for generating the
appearance patterns, it is possible to arrange the feature
values of video contents by an arbitrary granularity, which
contributes to efficiency improvements to the data access.
Noise Removal

When a scene of the video content changes rapidly, the
appearance patterns also change in a fine manner. These fine
changes can become noise in the context of the similar scene
searching, because they may be elements which are deter-
mined to be different scenes (not a similar scene). Therefore,
it is possible to improve the search accuracy by adding noise
removal.

FIG. 12 shows an example of the noise removal which the
image processing device 1 performs. The upper side of FIG.
12 shows the still image time series data of the video content
and the appearance pattern thereof before noise removal.
Further, the lower side of FIG. 12 shows the still image time
series data of the video content and the appearance pattern
thereof after noise removal.

For example, the scene 1 of the video content before noise
removal shows that “the first half starts from “Mr. A”, “Mr.
A” disappears momentarily at two seconds elapsed and eight
seconds elapsed, in the latter half, the character switches
from “Mr. A” to “Mr. B”, and “Mr. B” disappears momen-
tarily at one second elapsed from the appearance of “Mr.
B

The scene 1 of the video content after noise removal
shows that ““Mr. A” appears in the first half, “Mr. B”
appears in the latter half”, thereby the scene 1 is summa-
rized. In this manner, the fine changes in the appearance
pattern of the video content are omitted and the video
content is summarized by approximate representation.
Therefore, it becomes possible to detect more similar scenes.

FIG. 13 shows a specific method of noise removal.

It is possible to use a smoothing filter for the noise
removal. FIG. 13 shows an example of noise removal in a
case in which the filter tap number is set to “3” in relation
to the appearance pattern A0 of the scene 1 of a particular
video content.

A smoothing filter with a filter tap number of “3” is
applied to the appearance pattern A0, and the filtered data is
rounded off to the nearest whole number. Therefore, the
appearance pattern A3 after noise removal is obtained.
Process Flow of Metadata Generation

Next, with reference to the flowchart of FIG. 14, descrip-
tion will be given of the metadata generation which gener-
ates the metadata of the video content, where the metadata
generation is executed in a case in which the video content
of the image processing device 1 is input.

First, in step S1, the image acquisition unit 11 acquires
content data of the video content, stores the content data of
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the acquired content data of the video content in the content
DB 13A of the storage unit 13, and supplies the content data
to the metadata generation unit 12.

In step S2, the still image extraction unit 41 of the
metadata generation unit 12 extracts a still image at a
constant time interval from the content data of the video
content, and generates still image time series data which is
formed from a plurality of still images which summarize the
video content.

In step S3, the scene change point detection unit 42
detects scene change points in the still image time series
data, generates the scene change point information and
supplies the scene change point information to the metadata
DB 13B of the storage unit 13. Further, the scene change
point detection unit 42 causes the storage unit 13 to store the
scene change point information.

In step S4, the feature value extraction unit 43 extracts the
feature values of the video content. Specifically, the feature
value extraction unit 43 generates, for each character, an
appearance pattern which is time series data which repre-
sents the appearance of a person in the still image time series
data, and supplies the appearance patterns to the metadata
DB 13B of the storage unit 13. Further, the feature value
extraction unit 43 causes the storage unit 13 to store the
appearance patterns.

Furthermore, in the generation of the appearance patterns
in step S4, it is possible to perform compression or noise
removal on the appearance patterns described above as
necessary. For example, the setting screen displayed on the
display unit 15 may be configured such that it is possible to
specify whether to perform compression, whether to per-
form the process by scene units, the filter tap number of the
noise removal, and the like. Therefore, it is possible to
perform compression and noise removal on a basis of the
specified conditions.

Alternatively, since it is considered that the noise is low
when the compression ratio is high, and that the noise is
great when the compression ratio is low, when the compres-
sion ratio is high, the filter tap number is reduced, and when
the compression ratio is low, the filter tap number is
increased. In this manner, the feature value extraction unit
43 may automatically control the filter tap number.

Furthermore, even in a case in which the compression or
the noise removal is performed, it is desirable to save the
appearance pattern before processing in the metadata DB
13B. Accordingly, when searching for a similar scene or the
like, it is possible to perform the compression, noise reduc-
tion or the like as necessary.

In step S5, the statistical information calculation unit 44
calculates the character statistical information, that is, the
person appearance ratio and the appearance ratio of each
character, on a basis of the appearance pattern extracted by
the feature value extraction unit 43. Furthermore, the sta-
tistical information calculation unit 44 supplies the calcu-
lated character statistical information to the metadata DB
13B of the storage unit 13. Further, the statistical informa-
tion calculation unit 44 causes the storage unit 13 to store the
character statistical information.

According to the above, the metadata generation ends.

FIG. 15 shows the metadata generated by the metadata
generation, in relation to the video content 1 shown in FIG.
3.

In the example of the video content 1 shown in FIG. 15,
persons appear in all seven of the seven still image time
series data. Therefore, the person appearance ratio is
7/7=100%.
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In relation to the appearance ratio of each character, “Mr.
A” appears in five of the seven still images in which persons
appear. Therefore, the appearance ratio of “Mr. A” is
5/7=71%. In addition, “Mr. B” appears in four of the still
images. Therefore, the appearance ratio to “Mr. B” is
4/7=57%. Further, “Mr. C” appears in one of the still images.
Therefore, the appearance ratio to “Mr. C” is 1/7=14%.
Process Flow of Similar Scene Searching

Next, with reference to the flowchart of FIG. 16, descrip-
tion will be given of the similar scene searching which
searches for a similar scene of the other video content which
is similar to a predetermined scene of the video content
stored in the content DB 13A.

First, in step S21, the search process unit 14 executes the
search pattern generation which generates the appearance
patterns of the scene to be searched for which is specified by
the user. The search pattern generation will be described
below in detail with reference to FIG. 17.

In step S22, the search process unit 14 executes the search
target pattern generation which generates the search target
patterns which are the appearance patterns of the video
content to be the search target. The search target pattern
generation will be described below in detail with reference
to FIG. 21.

In step S23, the evaluation unit 23 of the search process
unit 14 calculates the degree of similarity between the search
pattern and the search target pattern, and decides the similar
scenes on a basis of a threshold value which is set in
advance. Since a plurality of the search target patterns are
generated, the evaluation unit 23 calculates the search pat-
tern and the degree of similarity for each of the plurality of
search target patterns.

In step S24, the display control unit 24 causes the display
unit 15 to display the similar scenes decided by the evalu-
ation unit 23.

Process Flow of Search Pattern Generation

FIG. 17 is a flowchart showing the details of the search
pattern generation which is executed as step S21 of FIG. 16.

In step S41, the display control unit 24 causes the display
unit 15 to display the search scene specification screen in
order to allow the user to specify the scene to be searched
for.

FIG. 18 shows an example of the search scene specifica-
tion screen displayed on the display unit 15.

Each item of metadata is displayed on the search scene
specification screen, for each video content stored in the
content DB 13A on a basis of the metadata of each of the
video contents stored in the metadata DB 13B. Specifically,
for each of the video contents, the display unit 15 displays
a content name 61, a person appearance ratio 62, an appear-
ance ratio 63 of each character, scene configuration infor-
mation 64 on a basis of the scene change point information,
and an appearance pattern 65 of each character. A subscript
character corresponding to the video content is provided on
the lower right of the reference numerals of each item in
FIG. 18.

The user who views the search scene specification screen
displayed on the display unit 15 operates the operation unit
16 and selects the video content containing the scene to be
searched for.

In step S42, the search pattern generation unit 21 deter-
mines the video content containing the scene to be searched
for which is specified by the user via the operation unit 16.

Next, the user operates the operation unit 16 and specifies
the scene to be searched for from within the selected video
content. As shown in FIG. 19A, the scene to be searched for
may also be specified by scene units, and as shown in FIG.
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19B, it is also possible to specify a start point and an end
point regardless of the scene units.

Furthermore, in step S43, the search pattern generation
unit 21 determines whether or not the scene to be searched
for is specified by scene units.

In step S43, in a case in which it is determined that
specification is made by scene units, the process proceeds to
step S44 and the search pattern generation unit 21 deter-
mines the scene (the section by scene unit) which is specified
by the user.

Meanwhile, in step S43, in a case in which it is deter-
mined that specification is not made by scene units, the
process proceeds to step S45 and the search pattern genera-
tion unit 21 determines the section (the scene) which is
decided by the start point and the end point specified by the
user.

Furthermore, in step S46, the search pattern generation
unit 21 determines the person for which to generate the
search pattern from the appearance patterns of the characters
contained in the specified scene (the section) of the specified
video content.

For example, as shown in FIG. 19A, when the scene 2 is
specified as the scene to be searched for, the two characters,
“Mr. C” and “Mr. D”, are present in the scene 2. In this case,
it is possible to use the appearance pattern of only “Mr. C”
or “Mr. D” as the search pattern, and it is also possible to use
the appearance patterns of both “Mr. C” and “Mr. D” as the
search pattern. Therefore, the search pattern generation unit
21 allows the user to select the person. However, as
described above, the precision of the similar scene may be
increased more by using the appearance patterns of two
persons than by using the appearance pattern of one person.

Meanwhile, as shown in FIG. 19B, in a case in which a
scene, in which only one person (“Mr. C”) appears, is
specified as the scene to be searched for, the search pattern
generation unit 21 determines that that person is the person
for which to generate the search pattern.

In step S47, the search pattern generation unit 21 acquires
the appearance pattern of the person of the scene to be
searched for which is determined in steps S42 to S46 from
the metadata DB 13B, and performs the compression. The
appearance patterns after the compression are supplied to the
evaluation unit 23 as the search patterns, and the search
pattern generation ends. Furthermore, the process returns to
FIG. 16.

Furthermore, the noise removal described above may also
be performed between the processes of step S46 and step
S47.

Process Flow of Compression

Next, the compression in step S47 of FIG. 17 will be
described in detail with reference to the flowchart of FIG.
20.

First, in step S61, the search pattern generation unit 21
records, as an element of the appearance pattern after
compression, the first element value (0 or 1) of the appear-
ance pattern of the scene to be searched for which is
specified by the user. In a case in which a plurality of the
characters are present, the process in step S61 is executed in
relation to one character.

Furthermore, in step S62, the search pattern generation
unit 21 focuses on the next element value, and in step S63,
the search pattern generation unit 21 determines whether or
not the next element value which is focused on is the same
value as the previous element value.

In step S63, in a case in which the next element value is
determined to be not the same value as the previous element
value, in other words, in a case in which the next element
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value is “0” when the previous element value is “1” or in
which the next element value is “1” when the previous
element value is “0”, the process proceeds to step S64 and
the search pattern generation unit 21 records the next
element value as an element of the appearance pattern after
compression.

Meanwhile, in step S63, in a case in which it is deter-
mined that the next element value is the same as the previous
element value, the process proceeds to step S65 and the
search pattern generation unit 21 determines whether or not
the lookup is by scene unit, in other words, whether or not
the scene to be searched for is specified by scene units.

In step S65, in a case in which it is determined that the
lookup is by scene units, the process proceeds to step S66
and the search pattern generation unit 21 determines whether
or not the delimitation between the next element value and
the previous element value is a scene change point.

In step S66, in a case in which the delimitation between
the next element value and the previous element value is
determined to be a scene change point, the process proceeds
to step S64 described above. Accordingly, in a case in which
the lookup is by scene units, the element value of a change
in the scene is recorded even when the same element value
continues.

Meanwhile, in step S66, in a case in which the delimita-
tion between the next element value and the previous
element value is determined to not be a scene change point,
the process proceeds to step S67. In addition, in step S65, in
a case in which it has been determined that the lookup is not
by scene units, the process proceeds to step S67.

Furthermore, in step S67, the search pattern generation
unit 21 deletes the next element value from the elements of
the appearance pattern after compression.

Next, in step S68, the search pattern generation unit 21
determines whether or not the element value just focused on
is the last element value of the appearance pattern.

In step S68, in a case in which it is determined that the
element value just focused on is not the last element value
of'the appearance pattern, the process returns to step S62. As
a result, the next element value is focused on and the same
process as described above is executed again.

Meanwhile, in step S68, in a case in which it is deter-
mined that the element value just focused on is the last
element value of the appearance pattern, the process pro-
ceeds to step S69 and the search pattern generation unit 21
determines whether or not there is another character which
is not yet compressed, from within the characters specified
by the user.

In step S69, in a case in which it is determined that there
is another character which is not yet compressed, the process
proceeds to step S70, the search pattern generation unit 21
focuses on the next character, and the process proceeds to
step S61. Accordingly, the processes of steps S61 to S69
described above are executed in relation to the appearance
pattern of the next character.

Meanwhile, in step S69, in a case in which it is deter-
mined that there is not another character which is not yet
compressed, the process proceeds to step S71, the search
pattern generation unit 21 determines whether or not the
element number after compression matches for each of the
characters.

In step S71, in a case in which it is determined that the
element number after compression matches for each char-
acter, the process returns to FIG. 17. Furthermore, even in a
case in which there is one character, it is determined that the
element number matches.
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Meanwhile, in step S71, in a case in which it is deter-
mined that the element number after compression does not
match for each character, the process proceeds to step S72.
Further, as described with reference to FIG. 9 and FIG. 10,
the search pattern generation unit 21 executes the process of
matching the element number with the highest element
number, and the process returns to FIG. 17.

According to the search pattern generation described
above, the search pattern, which is the appearance pattern of
the scene to be searched for specified by the user, is
generated.

Process Flow of Search Target Pattern Generation

Next, the search target pattern generation in step S22 of
FIG. 16 will be described in detail with reference to the
flowchart of FIG. 21.

First, in step S81, the search target pattern generation unit
22 searches for video contents in which the same character
emerges as in the search pattern generated by the search
pattern generation on a basis of the character statistical
information of the metadata DB 13B, and selects one of the
detected video contents. In this process, when the search
pattern is configured by the appearance patterns of “Mr. A”
and “Mr. B”, video contents in which persons other than
“Mr. A” and “Mr. B” appear are excluded from the search
targets. Accordingly, it is possible to restrict the scope of the
lookup to video contents in which the same characters
emerge, and to perform the search efficiently.

In step S82, the search target pattern generation unit 22
acquires the appearance pattern of the video content selected
in step S81 from the metadata DB 13B.

In step S83, the search target pattern generation unit 22
performs compression on the appearance pattern of the
acquired video content. The compression is the same as the
process described with reference to FIG. 20.

In step S84, the search target pattern generation unit 22
determines whether or not there are still video contents in
which the same character emerges as in the search pattern on
a basis of the character statistical information of the meta-
data DB 13B, and in a case in which it is determined that
there still are such contents, the process returns to step S81.
Accordingly, in step S81 onward, the next video content in
which the same character emerges as in the search pattern is
selected, and the search target pattern in relation to the
selected video content is generated.

Meanwhile, in step S84, in a case in which it is deter-
mined that there is no video content in which the same
character emerges as in the search pattern, the search target
pattern process ends and the process returns to FIG. 16.

The search target pattern generation of FIG. 21 is a
processing example of a case in which all the contents of all
the video contents, which differ from the video content in
which the user specified the scene to be searched for, are set
as the scope of the lookup. However, it is also possible to
specify a portion of the video content as the scope of the
lookup. In this case, a process of receiving a specification of
the scope of the lookup such as that of steps S43 to S45 of
FIG. 17 is added between step S82 and step S83.

In addition, the noise removal described above may also
be performed between step S82 and step S83.

In the example described above, the scope of the lookup
is restricted to video contents in which the same characters
emerge by the process of step S1, and the lookup of similar
scenes is performed efficiently.

However, there is also a method in which the process of
step S81 is omitted. In this case, it is possible to detect a
scene in which the appearance pattern of another character
is similar as a similar scene. In addition, even in a case in
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which the same person is recognized as a different person by
the face image recognition, when the appearance pattern is
similar, it is possible to detect the scene as a similar scene.

Example of Adapted Method of Searching

Next, the example of an adapted method of searching will
be described.

In the example described above, as shown in FIG. 22, the
image processing device 1 generates a search pattern formed
from the appearance patterns of one or more characters
contained in one video content (for example, the video
content 1), and compares the degree of similarity between
the search pattern and the search target pattern of another
video content.

In addition to this method of searching, the image pro-
cessing device 1 may generate a combined search pattern in
which the appearance patterns of characters of different
contents and scenes are combined, and may compare the
degree of similarity between the combined search pattern
and the search target patterns of the other video contents. For
example, as shown in FIG. 23, the image processing device
1 may generate a combined search pattern for “Mr. A” and
“Mr. B” in which the search pattern of “Mr. A” of the scene
11 of the video content 1 and the search pattern of “Mr. B”
of'the scene 1 of the video content 2 are combined, and may
compare the degree of similarity between the combined
search pattern and the search target patterns of the other
video contents.

According to this method of searching, it is possible to
generate a new appearance pattern which would not be
generated from only one video content. Therefore, it is
possible to search out an unknown scene. In addition, in the
identification of the characters by the face image identifi-
cation unit 43A, in a case in which persons which are
actually the same person are recognized as different persons
due to the influence of the image quality of the video
content, the image quality and the face orientation of the
registered face images and the like, there is a case in which
it is possible to detect the scene as a similar scene.

Furthermore, in the schematic diagram shown in FIG. 23,
only the search patterns are combined, whereas the search
target pattern is generated by video content units in the same
manner as the example described above. However, in rela-
tion to the search target pattern, a combined search target
pattern in which the appearance patterns of a plurality of
video contents are combined is generated, and it is possible
to compare the combined search target pattern with the
combined search pattern.

Therefore, next, description will be given of a method in
which the degree of similarity between the combined search
pattern and the combined search target pattern is compared.
Further, the combined search pattern is generated by com-
bining the appearance patterns of a plurality of video con-
tents, and the combined search target pattern is generated by
combining the appearance patterns of a plurality of video
contents of the search target.

First Combined Comparison Method

FIG. 24 shows the first combined comparison method.

The first combined comparison method is a method in
which the combined search pattern and the combined search
target pattern are generated using the logical products (the
AND operation) of the appearance patterns extracted from
the respective pluralities of video contents, and the com-
bined search pattern and the combined search target pattern
are compared with one another.
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A combined search pattern AB(1, 2) is generated by
combining an appearance pattern A(1) of “Mr. A” of a
particular scene of the video content 1 and an appearance
pattern B(2) of “Mr. B” of a particular scene of the video
content 2.

The appearance pattern A(l) is A1(0), A1(1), . . . ,
Al(z-1), and the appearance pattern B(2) is B2(0),
B2(1), . . ., B2(z-1). Furthermore, the combined search
pattern AB(1, 2) is AB(1, 2)=s(0), s(1), . . ., s(t=1). This is
determined by taking the logical product of corresponding
times in the appearance pattern A(1) and the appearance
pattern B(2). In other words, s(0)=A1(0) AND B2(0),
s(1)=A1(1) AND B2(1), . . ., s(t-1)=A1(#~1) AND B2(#-1).

In addition, a combined search pattern AB(8, 9) is gen-
erated by combining an appearance pattern A(8) of “Mr. A”
of a particular scene of the video content 8 and an appear-
ance pattern B(9) of “Mr. B” of a particular scene of the
video content 9.

The appearance pattern A(8) is A8(0), A8(1), . . .,
A8(z-1), and the appearance pattern B(9) is B9(0),
B9(1), . . ., B9(z-1). Furthermore, the combined search
pattern AB(8, 9) is AB(8, 9)=t(0), t(1), . . ., t(t=1). This is
determined by taking the logical product of corresponding
times in the appearance pattern A(8) and the appearance
pattern B(9). In other words, t(0)=A8(0) AND B9(0),
t(1)=A8(1) AND B9(1), . . ., t(t-1)=A8(~1) AND B9(¢-1).

Furthermore, in the evaluation unit 23, it is possible to
calculate the degree of similarity between the combined
search pattern AB(1, 2) and the combined search target
pattern AB(8,9) in the following manner.

Comp (AB(1,2), AB(8, 9)) = {{s(0), s(1), ...
{d(0), 2(1), ... ,tz—D}} =

{700), j(), ... L je-1D} =GO + jD+... ,+jz—-1)x100/r=z2

»st=1)},

Where j(t)=1 when s(t)=t(t) is true, and j (t)=0 when s(t)=t(t)
is not true.
Second Combined Comparison Method

FIG. 25 shows the second combined comparison method.

The second combined comparison method is a method in
which the appearance patterns of each character extracted
from each of a plurality of video contents are considered to
have been extracted from one video content, and the com-
parison is performed in the same manner as the basic method
of searching described in FIG. 5.

In other words, the combined search pattern AB(1, 2) and
the combined search target pattern AB(8, 9) are each gen-
erated as a two row t column appearance pattern as described
above.

AB(1, 2) = {A(} BN =

HALO), AL(D), ... , ALz =D}, {B2(0), B2(D), ... , B2(1— )}

AB(8,9) = HA®)} {BOM} =

{A8(0), A8(1), ... , A8(z— D)}, {B9(0), BO(1), ... , BO(r—1)}}

The calculation method of the degree of similarity
between the combined search pattern AB(1, 2) and the
combined search target pattern AB(S8, 9) is the same as the
basic method of searching.
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Third Combined Comparison Method

FIG. 26 shows the third combined comparison method.

The third combined comparison method does not generate
a combined search pattern and a combined search target
pattern. However, the third combined comparison method is
a method in which, by individually comparing the appear-
ance patterns to be searched for and the appearance patterns
of the search targets and integrating the results of the
comparison, the degree of similarity is compared as a
combined pattern.

In other words, as shown in FIG. 26, first, the degree of
similarity Comp(A(1), A(8)) between the appearance pattern
A(1) of the video content 1 and the appearance pattern A(8)
of the video content 8 is calculated. In addition, the degree
of similarity Comp(B(2), B(9)) between the appearance
pattern B(2) of the video content 2 and the appearance
pattern B(9) of the video content 9 is calculated. Further-
more, the results of these calculations are Comp(A(1),
A(8))=a%, Comp(B(2), B(9))=p%.

The evaluation unit 23 calculates the degree of similarity
after combination using the following equation. Ratea. and
Rateff are the integrated ratios in a case in which the
respective calculated degrees of similarity are integrated,
and they may be set to an arbitrary value.

Z = func{Comp(A(l), A(8)), Comp(B(2), B(9))}

= (@ X Ratea + § X Ratep) [ 2(number of persons)

Using the three combined comparison methods described
above, it is possible to perform searching for a similar scene
in which the appearance patterns of a plurality of video
contents are combined.

Furthermore, in the method in which only the search
patterns are combined, in the first to third combined com-
parison methods described above, the appearance pattern
A(8) of the video content 8 and the appearance pattern B(9)
of the video content 9 may be considered to be from the
same video content.

As described above, in the image processing device 1 to
which the present disclosure is applied, by using the appear-
ance patterns of characters, which serve as temporal infor-
mation of the video content, as feature values, it is possible
to search for many similar scenes without exception. In the
similar scene searching of an embodiment of the present
disclosure, of the recall and the precision, which are gener-
ally referred to as the search performance of an information
searching system, the recall is considered to be important.
However, as described above, it is possible to also improve
the precision by restricting the scope of the lookup using the
character statistical information, processing the appearance
patterns using noise removal, and the like.

In the embodiment described above, description is given
of'an example in which similar scenes are searched for from
video contents which differ from the video content of the
scene to be searched for. However, it is naturally also
possible, to search for similar scenes from the same content
as the video content of the scene to be searched for.

In the example described above, the identification of a
person is performed using face image recognition. However,
it is possible to use another technology than the face image
recognition, for example, speaker recognition technology or
the like for the method of determining a person for gener-
ating an appearance pattern.
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Computer Application Example

The series of processes described above may be executed
using hardware and may also be executed using software. In
a case in which the series of processes is executed using
software, the program which configures the software is
installed on a computer. Here, the computer includes a
computer embedded within dedicated hardware, and an
ordinary personal computer or the like which is capable of
executing the various functions by installing various pro-
grams thereon.

FIG. 27 is a block diagram showing an example of the
configuration of the hardware of the computer which
executes the series of processes described above using a
program.

In the computer, a CPU (Central Processing Unit) 101,
ROM (Read Only Memory) 102, and RAM (Random
Access Memory) 103 are connected to one another by a BUS
104.

An input-output interface 105 is further connected to the
bus 104. The input-output interface 105 is connected to an
input unit 106, an output unit 107, a storage unit 108, a
communication unit 109 and a drive 110.

The input unit 106 is formed from a keyboard, a mouse,
a microphone and the like. The output unit 107 is formed
from a display, a speaker and the like. The storage unit 108
is formed from a hard disk, non-volatile memory or the like.
The communication unit 109 is formed from a network
interface or the like. The drive 110 drives a removable
recording medium 111 such as a magnetic disk, an optical
disk, a magneto-optical disk, or semiconductor memory.

In the computer configured as described above, the series
of processes described above are performed by the CPU 101,
for example, loading the program stored in the storage unit
108 into the RAM 103 via the input-output interface 105 and
the bus 104, and executing the loaded program.

In the computer, it is possible to install the program onto
the storage unit 108 via the input-output interface 105 by
mounting the removable recording medium 111 into the
drive 110. In addition, it is possible to install the program
onto the storage unit 108 by receiving the program using the
communication unit 109 via a wired or wireless transmission
medium such as the local area network, the Internet, or a
digital satellite broadcast. Additionally, it is possible to
install the program beforehand on the ROM 102 or the
storage unit 108.

Furthermore, the program which the computer executes
may be a program in which the processes are performed in
time series order in the order described in the present
specification. The program may also be a program in which
the processes are performed in parallel or at the necessary
timing such as when the process is called.

The embodiments of the present disclosure are not limited
to the embodiment described above, and various modifica-
tions may be made within the scope not departing from the
spirit of the present disclosure.

For example, it is possible to adopt an embodiment in
which all of the plurality of embodiments described above,
or a subset thereof, are combined.

For example, in the present disclosure, it is possible to
adopt a cloud computing configuration in which one func-
tion is distributed, shared and processed by a plurality of
devices via a network.

In addition, in addition to executing each of the steps
described in the flowchart described above using one device,
it is possible to distribute and execute the steps over a
plurality of devices.
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Furthermore, in a case in which a plurality of processes
are contained in one step, in addition to executing the
processes on one device, it is possible to distribute and
execute the plurality of processes contained in that one step
on a plurality of devices.

Furthermore, the present disclosure may adopt the fol-
lowing configurations.

(1) An image processing device includes an evaluation
unit which acquires a search pattern which is an appearance
pattern of a person in a scene of a video content containing
the scene, where a similar scene is to be searched, and a
search target pattern which is an appearance pattern of a
person in a video content which is to be a search target of the
similar scene, calculates a degree of similarity between the
search pattern and the search target pattern, and determines
the similar scene on a basis of the calculated degree of
similarity.

(2) The image processing device according to (1), further
includes a search pattern generation unit which generates the
search pattern by compressing the appearance pattern of the
person obtained from still image time series data, where the
still image time series data is extracted at a predetermined
time interval from the video content containing the scene;
and a search target pattern generation unit which generates
the search target pattern by compressing the appearance
pattern of the person obtained from still image time series
data, where the still image time series data is extracted at a
predetermined time interval from the video content to be a
search target of the similar scene.

(3) The image processing device according to (2), in
which when a predetermined element value which config-
ures the appearance pattern of the person is a same value as
the previous element value, the compression is a process
which deletes the predetermined element value.

(4) The image processing device according to (2) or (3),
in which the compression is performed by scene units on a
basis of scene change point information.

(5) The image processing device according to any one of
(2) to (4), in which when the element number of the
appearance pattern of each character does not match, the
element number of the appearance pattern of each character
is matched with the element number of the appearance
pattern of the character with the highest element number.

(6) The image processing device according to any one of
(2) to (5), in which the search pattern generation unit and the
search target pattern generation unit perform noise removal
on the appearance pattern before performing the compres-
sion.

(7) The image processing device according to any one of
(2) to (6), in which the search target pattern generation unit
acquires character statistical information of a video content
capable of becoming a search target of the similar scene, and
selects the video content to become the search target of the
similar scene on a basis of the acquired character statistical
information.

(8) The image processing device according to any one of
(2) to (7), in which the search pattern generation unit
generates the search pattern by combining the appearance
patterns of a plurality of video contents.

(9) The image processing device according to (8), in
which the search target pattern generation unit generates the
search target pattern by combining the appearance patterns
of a plurality of video contents.

(10) The image processing device according to any one of
(1) to (9) further includes a metadata generation unit which
generates the appearance pattern of a person to be identified
by identifying the person from still image time series data,
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where the still image time series data is a plurality of still
images extracted at a predetermined time interval from the
video content; and a storage unit which stores the appear-
ance pattern generated by the metadata generation unit.

(11) The image processing device according to (10), in
which the metadata generation unit calculates, in relation to
the still image time series data, a person appearance ratio
and an appearance ratio per character, and the storage unit
stores the person appearance ratio and the appearance ratio
per character as character statistical information.

(12) The image processing device according to (10) or
(11), in which the metadata generation unit detects, in
relation to the still image time series data, a scene change
point, and the storage unit also stores scene change point
information which serves as information of the scene change
point.

(13) The image processing device according to any one of
(10) to (12), in which the metadata generation unit also
compresses the generated appearance pattern of the person.

(14) The image processing device according to any one of
(10) to (14), in which the metadata generation unit also
performs noise removal on the generated appearance pattern
of the person.

(15) An image processing method includes acquiring a
search pattern which is an appearance pattern of a person in
a scene of a video content containing the scene, where a
similar scene is to be searched, and a search target pattern
which is an appearance pattern of a person in a video content
which is to be a search target of the similar scene, calculating
a degree of similarity between the search pattern and the
search target pattern, and determining the similar scene on a
basis of the calculated degree of similarity.

(16) A program which causes a computer to function as an
evaluation unit which acquires a search pattern which is an
appearance pattern of a person in a scene of a video content
containing the scene, where a similar scene is to be searched,
and a search target pattern which is an appearance pattern of
a person in a video content which is to be a search target of
the similar scene, calculates a degree of similarity between
the search pattern and the search target pattern, and deter-
mines the similar scene on a basis of the calculated degree
of similarity.

The present disclosure contains subject matter related to
that disclosed in Japanese Priority Patent Application JP
2012-213526 filed in the Japan Patent Office on Sep. 27,
2012, the entire contents of which are hereby incorporated
by reference.

It should be understood by those skilled in the art that
various modifications, combinations, sub-combinations and
alterations may occur depending on design requirements and
other factors insofar as they are within the scope of the
appended claims or the equivalents thereof.

What is claimed is:

1. An image processing device, comprising:

an evaluation unit which

acquires a search pattern which is an appearance pat-
tern of an object in a scene of a video content
containing that scene, the appearance pattern repre-
senting the number of respective still images
included in that scene in which the object appears
and the number of respective still images included in
that scene in which the object does not appear,

the evaluation unit acquires a search target pattern
which is an appearance pattern of an object in a video
content which is searched for a similar scene, the
appearance pattern of the search target pattern rep-
resenting the number of respective still images
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included in the scene of the video content which is
searched in which the object appears and the number
of respective still images included in the scene of the
video content which is searched in which the object
does not appear,

calculates a degree of similarity between the search
pattern and the search target pattern, and

determines that the scene in the video content which is
searched is the similar scene on a basis of the
calculated degree of similarity.

2. The image processing device according to claim 1,
further comprising:

a search pattern generation unit which generates the
search pattern by compressing the appearance pattern
of the object obtained from still image time series data,
where the still image time series data is extracted at a
predetermined time interval from the video content
containing the scene; and

a search target pattern generation unit which generates the
search target pattern by compressing the appearance
pattern of the object obtained from still image time
series data, where the still image time series data is
extracted at a predetermined time interval from the
video content to be a search target of the similar scene.

3. The image processing device according to claim 2,
wherein the appearance or non-appearance of an object in a
respective still image is represented by an element value;
and when a predetermined element value in one still image
is a same value as the element value in a previous still image,
the compression deletes the predetermined element value.

4. The image processing device according to claim 2,
wherein the compression is performed by scene units on a
basis of scene change point information.

5. The image processing device according to claim 2,

wherein the still image time series data comprises a
number of still image elements, and

wherein when the number of still image elements of the
appearance pattern of each object does not match, the
still image element of the appearance pattern of each
object is matched with the still image element of the
appearance pattern of the object with the highest num-
ber of still image elements.

6. The image processing device according to claim 2,
wherein the search pattern generation unit and the search
target pattern generation unit perform noise removal on the
appearance pattern before performing the compression.

7. The image processing device according to claim 2,

wherein the search target pattern generation unit acquires
character statistical information of a video content
capable of becoming a search target of the similar
scene, and selects the video content to become the
search target of the similar scene on a basis of the
acquired character statistical information.

8. The image processing device according to claim 2,
wherein the search pattern generation unit generates the
search pattern by combining the appearance patterns of a
plurality of video contents.

9. The image processing device according to claim 8,
wherein the search target pattern generation unit generates
the search target pattern by combining the appearance pat-
terns of a plurality of video contents.

10. The image processing device according to claim 1,
further comprising:

a metadata generation unit which generates the appear-

ance pattern of an object by identifying the object from
still image time series data, where the still image time
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series data is extracted at a predetermined time interval
from the video content; and

a storage unit which stores the appearance pattern gener-

ated by the metadata generation unit.

11. The image processing device according to claim 10,

wherein the metadata generation unit calculates, in rela-

tion to the still image time series data, an object
appearance ratio and an appearance ratio per character,
and

the storage unit stores the object appearance ratio and the

appearance ratio per character as character statistical
information.

12. The image processing device according to claim 10,

wherein the metadata generation unit detects, in relation

to the still image time series data, a scene change point,
and

the storage unit also stores scene change point informa-

tion which serves as information of the scene change
point.

13. The image processing device according to claim 10,
wherein the metadata generation unit also compresses the
generated appearance pattern of the object.

14. The image processing device according to claim 10,

wherein the metadata generation unit also performs noise

removal on the generated appearance pattern of the
object.

15. An image processing method comprising:

acquiring a search pattern which is an appearance pattern

of an object in a scene of a video content containing
that scene, the appearance pattern representing the
number of respective still images included in that scene
in which the object appears and the number of respec-
tive still images included in that scene in which the
object does not appear,

acquiring a search target pattern which is an appearance

pattern of an object in a video content which is searched
for a similar scene, the appearance pattern of the search
target pattern representing the number of respective
still images included in the scene of the video content
which is searched in which the object appears and the
number of respective still images included in the scene
of the video content which is searched in which the
object does not appear;

calculating a degree of similarity between the search

pattern and the search target pattern; and

determining that the scene in the video content which is

searched is the similar scene on a basis of the calculated
degree of similarity.

16. A non-transitory computer-readable medium on which
is stored a program which causes a computer to function as
an evaluation unit which

acquires a search pattern which is an appearance pattern

of an object in a scene of a video content containing
that scene, the appearance pattern representing the
number of respective still images included in that scene
in which the object appears and the number of respec-
tive still images included in that scene in which the
object does not a ear,

the evaluation unit acquires a search target pattern which

is an appearance pattern of an object in a video content
which searched for a similar scene, the appearance
pattern of the search target pattern representing the
number of respective still images included in the scene
of the video content which is searched in which the
object appears and the number of respective still
images included in the scene of the video content which
is searched in which the object does not appear,
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calculates a degree of similarity between the search
pattern and the search target pattern, and

determines that the scene in the video content which is
searched is the similar scene on a basis of the calculated
degree of similarity. 5
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